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Abstract- This project enhances autonomous robot navigation using Q-learning integrated with Model

Predictive Control (MPC). Utilizing LiDAR for obstacle detection, the optimized MPC, accelerated by FPGA and
implemented with ML on a Jetson board, significantly improves path planning and obstacle avoidance.
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/Conclusion \

The integration of Q-learning with MPC and hardware acceleration by

implementing MPC on FPGA, demonstrates significant advancements
in autonomous robot navigation, enhancing obstacle avoidance

/

\capabilities for improved performance in dynamic environments.
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