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Abstract - The study develops an automated system for detecting deceptive behavior using visual and vocal cues from the Miami University Deception
Detection dataset, which includes 320 labeled video samples. It employs deep learning for feature extraction and various machine learning algorithms
for classification, achieving around 70% accuracy with the Random Forest algorithm. Eye movements are highlighted as significant indicators of
deceptive behavior.
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Introduction Objectives

Deception is a complex human behavior that has a significant impact in various domains, including law enforcement, intelligence
operations, security, psychology, business negotiations, and personal relationships. The ability to correctly distinguish between
honest and deceptive communication Is important to identify fraudulent activities and maintain trust and authenticity. However,
deception detection remains a complex and challenging task, as individuals vary in their natural behaviors, making it challenging
to establish universal cues for deception and skilled deceivers can control their verbal and nonverbal cues, making it hard to
Identify Inconsistencies or signs of lying. Thus it is challenging for humans to determine whether a person is being deceptive.
Traditional approaches to deception detection, such as intuition and behavioral cues, have proven to be unreliable and prone to
biases. Therefore, throughout history, many methods and devices were developed for that task.

Develop a Machine Learning model
capable of detecting deceptive behavior
based on visual and linguistic features.

Investigate facial micro-expressions to
Identify the most prominent area of the
face for deceptive behavior

Results and Discussion

Methodology
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features serve as Inputs for training a
classification model, employing Support
Vector Machine, Random Forest, and

Accuracy in each iteration of the 10-fold cross-validation
approach, along with average accuracy across the 10 runs of
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Artificial Neural Networks. The model Is

are resized to 224x224. After splitting
the data Into training and testing sets,
label encoding and one-hot encoding
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Figure 2: Transfer Learning Model

prepare the labels. The VGG16 base
model, excluding classification layers,

Architecture of the Transfer Learning Model

Transfer Learning Model

Layer Feature Map Size Kernel Size | Stride | Activation -
puc | Image | 224x22453 — forms the foundation for a nNew esewsere—rem——nrw The training loss decreases significantly over
1 2 x Convolution 64 224x224x64 3x3 1 RelLU - o= - - -
S S et SN IR Sequential model. This model includes [ 00788 04987 06938 0496 | epochs. Both training and validation accuracies
3 2 x Convolution 128 112%112x128 3Ix3 1 Rel.U Iayers Ilke Flatten, Dense Wlth ReLU 2 0.6965 0.4991 0.6931 0.5054 are around 50%’ indicating Iimited ability to
MaxPooling | 128 seoextas a2 Rl getivation, Dropout for regularization, |3 0933 9T B0t 9% distinguish  between deceptive and  non-
5 2 x Convolution 256 56X56X2506 3x3 1 RelLU
ax Poolin x28x x e and a final Dense layer with softmax 4 06932 05031 06931 0.50-4 : :
7 BTCUII;}vo]]utiin 2?2 izxzzxifz j}; T Eeii t' t' n f r b-n ry I -f- t- n > 0.6932 0.5031 0.6931 0.5054 deceptlve .InStan(.:eS. The . t.ESt accura.cy, . at
Max Pooling 512 14x14x512 3x3 2 RelLU ac |Va.|0 O INa y C a_SSI_ ication. 6 0.0765 0.4890 0.6890 0.4923 5266%, allgns Wlth the tralnlng and Valldathn
10 | 3 x Convolution 512 14x14x512 3x3 1 Rel.U Comp||9d using Adam Optlmlzer and . p—— y— y— e performance, indicating that the model’s
Max Pooling 512 TxTx512 3x3 2 RelLU 1 _ . .
" o - " o | categorical cross-entropy loss. 3 06823 04991 06789 05054 | struggles are consistent across different data.
14 FC 512 Rel.U 9 0.6932 0.4928 0.6931 0.5290
B Fe > 12 RelU 10 0.6943 04932  0.6765  0.5356
Output FC 2 Softmax

Loss and Accuracy during training and validation for each epoch

Conclusion

The results of the deception classification based on both visual and vocal features present a comprehensive evaluation of the performance of three different machine learning models:
Support Vector Machine (SVM), Random Forest (RF), and Artificial Neural Network (ANN). The overall accuracy rates for SVM, RF, and ANN are reported as 0.70, 0.74, and 0.69,
respectively, providing an initial overview of their effectiveness in discerning between deceptive and non-deceptive behaviors.
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